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#### Abstract

The study of algebraic symplectic models in high energy physics and even in molecular genetics has received much attention in the past decades. In this paper, we first survey one known bosonic realization with $N$ types of bosons operators in a $(2 j+1)$-dimensional space (with $j$ being the semi-integer). Then, using the general theory of differential invariants, we determine two sets of $\operatorname{sp}(2 j+1)$-differential invariants. In one set, when $N \geqslant 2 j+1$, all independent invariants of any order are obtained in a simple closed form. When $N<2 j+1$, we could present only particular matrix forms. In the latter case, the differential invariants up to the second order are explicitly presented for the symplectic algebras $\mathrm{sp}(2), \mathrm{sp}(4)$ and $\mathrm{sp}(6)$ realized by up to three types of bosons. As applications, we present the simplest $\mathrm{sp}(2)$-invariant Lagrangians, null-Lagrangians, new solutions to the Helmholtz inverse problem and evolution equations, which will be of fundamental importance in the construction of dynamical systems invariant under the symplectic group.


PACS numbers: $02.20 . S v, 03.65 . \mathrm{Fd}$

## 1. Introduction

The essence of equivalence is the determination of when two mathematical objects, such as differential equations, can be identified under a change of variables. Conditions guaranteeing equivalence are frequently required and most effectively formulated in terms of invariants, which are quantities unaffected by the changes of variables or by the action of transformation groups [1, 2]. Such general topics arise naturally in mathematical methods of physics and are essential tools in many models of modern physics [3]. In a physical model where the observable properties are governed by a system of differential equations, symmetry requirements are postulated in many cases. As differential invariants completely characterize invariant systems of differential equations [1, 4], they are the building blocks of physical theories where some
form of invariance shall appear in the basic differential equations. Besides this important issue, where the usual application of differential invariants is useful in providing sets of new invariant nonlinear differential equations and to characterize invariant variational problems, new applications in the area of image processing and computer vision are beginning to occur in the literature [5, 6].

In physics, many important symmetry properties are described by Lie groups [7-10] or, more precisely, by their associated Lie algebras, which can be used to write the differential equations of a specific model. To accomplish that, it is necessary to realize the required Lie algebra by differential operators specially designed for each model. Once the realization is given, its differential invariants can be computed by either tools of the prolongation theory $[1,11]$, or more specific methods $[12,13]$.

While the calculation of differential invariants has been fostered by applications related to both orthogonal groups [13] and the Poincaré group [12], the same implementation for symplectic algebras has been overlooked despite its importance to classical mechanics, optics and quantum physics [14-16]. The main goal in this paper is to add more studies about symplectic differential invariants (see [11] for a recent contribution), which will be the foundations of dynamical systems invariant under the symplectic group.

The symplectic algebra $\mathrm{sp}(6)$ has been recently applied in molecular biology, where an algebraic model is under consideration to study the genetic code (evolution, functionality, etc) [17-19]. Regarding this model, Chacón and Moshinsky have realized the $\mathrm{sp}(6)$ algebra with two types of bosons as a subalgebra of $u(6)$ and stressed that the boson operators 'may have some significance as fundamental blocks in the genetic code' [20]. This same algebra, although realized by boson operators in a different way, is also used in algebraic models developed in both nuclear and particle physics [21-26]. Therefore, establishing a dynamical system with a prescribed symplectic symmetry is fundamental to algebraic models using symplectic algebras. Naturally, the first step in that direction is the characterization of their differential invariants and the identification of Lagrangians (locally) invariant under the symplectic group.

The differential invariants obtained in this work yield an explicit functional basis for locally invariant partial differential equations, whose solutions are related by symplectic operations. This new class of nonlinear partial differential equations with a predefined symmetry property not only offers its well-known symmetry-related operational benefits but also restricts possible dynamical systems and variational problems with such symmetry. Indeed, the construction of a dynamical system with a prescribed symmetry and adapted to a specific Lie group chain is a challenging open problem in physics.

This paper is organized as follows: in section 2 , the symplectic algebras $\operatorname{sp}(2 j+1)$ are realized by $N$ types of boson operators in a $(2 j+1)$-dimensional space. Section 3 presents the symplectic vector fields prolonged in a jet space spanned by one dependent variable (or scalar field) and its high-order derivatives. The symplectic differential invariants are obtained, both in a closed form when $N \geqslant 2 j+1$, due to the existence of an invariant contact coframe, and in matricial forms when $N<2 j+1$. In the latter case, the differential invariants up to second order are explicitly presented for the symplectic algebras $\mathrm{sp}(2), \mathrm{sp}(4)$ and $\mathrm{sp}(6)$ realized by up to three types of bosons. In section 4, we present examples of $\operatorname{sp}(2)$-invariant Lagrangians and evolution equations as well as null-Lagrangians and new solutions to the Helmholtz inverse problem of the calculus of variations. Our concluding remarks are given in section 5.

## 2. A bosonic realization for symplectic algebras

Lie algebras are frequently realized by boson operators and a polynomial basis in the creation operators is desired to build their irreducible representations. When there is only one type of
boson, only the symmetric and anti-symmetric irreducible representations admit a polynomial basis. However, most applications in physics also need the mixed irreducible representations which require more than one type of boson.

Consider $N$ particles in a $(2 j+1)$-dimensional space, with $j$ being the semi-integer. Let $x_{\alpha m}$ and $p_{\alpha m}$ be the components of the coordinates and momenta of each particle, respectively. Let Greek indices indicate particles $(\alpha=1,2, \ldots, N)$ and Latin indices indicate vector components in spherical form ( $m=-j, \ldots, j$ ) with the symplectic metric (see [27, chapter 24] and [28, chapters 5 and 6])

$$
\begin{equation*}
g_{m m^{\prime}}=(-1)^{j+m} \delta_{m \bar{m}^{\prime}} \quad g^{m m^{\prime}}=-g_{m m^{\prime}}=g_{m^{\prime} m} \quad \bar{m}=-m \tag{1}
\end{equation*}
$$

Therefore, the corresponding coordinates and momenta in their contravariant form are given as

$$
\begin{equation*}
x_{\alpha}^{m}=(-1)^{j+m} x_{\alpha \bar{m}} \quad p_{\alpha}^{m}=(-1)^{j+m} p_{\alpha \bar{m}} . \tag{2}
\end{equation*}
$$

Let us introduce, respectively, creation and annihilation operators (also known as bosonic operators) by the usual definitions [29, 30]

$$
\begin{equation*}
a_{\alpha m}^{\dagger}=\frac{1}{\sqrt{2}}\left(x_{\alpha m}-\mathrm{i} p_{\alpha m}\right) \quad a_{\alpha}^{m}=\frac{1}{\sqrt{2}}\left(x_{\alpha}^{m}+\mathrm{i} p_{\alpha}^{m}\right) \tag{3}
\end{equation*}
$$

Then, the usual commutation relations for the bosonic operators forming the Weyl algebra

$$
\begin{equation*}
\left[a_{\alpha}^{m}, a_{\alpha^{\prime} m^{\prime}}^{\dagger}\right]=\delta_{m^{\prime}}^{m} \delta_{\alpha \alpha^{\prime}} \quad\left[a_{\alpha}^{m}, a_{\alpha^{\prime}}^{m^{\prime}}\right]=\left[a_{\alpha m}^{\dagger}, a_{\alpha^{\prime} m^{\prime}}^{\dagger}\right]=0 \tag{4}
\end{equation*}
$$

can be obtained from the well-known quantum relations $(\hbar=1)$ [29, 30]

$$
\begin{equation*}
\left[x_{\alpha}^{m}, p_{\alpha^{\prime} m^{\prime}}\right]=\mathrm{i} \delta_{m^{\prime}}^{m} \delta_{\alpha \alpha^{\prime}} \tag{5}
\end{equation*}
$$

where all other commutators are zero. It is a fact that unitary algebras can be realized by bosonic operators [31]. Indeed, not only the algebra but also their irreducible representations can be realized by polynomial expressions in the creation $a_{\alpha m}^{\dagger}$ operators [20, 32-34], which, together with the commutation relations (4), allow us to interpret the annihilation operators $a_{\alpha}^{m}$ as the differential operators

$$
\begin{equation*}
a_{\alpha}^{m}=\frac{\partial}{\partial a_{\alpha m}^{\dagger}} \tag{6}
\end{equation*}
$$

when they are acting on polynomials in the creation operators. Also, in order to simplify the notation, let

$$
\begin{equation*}
\eta_{\alpha m}=a_{\alpha m}^{\dagger} \quad \xi_{\alpha}^{m}=a_{\alpha}^{m}=\frac{\partial}{\partial \eta_{\alpha m}} . \tag{7}
\end{equation*}
$$

Now, the symplectic algebras $\operatorname{sp}(2 j+1)$, with $j$ being semi-integers only, can be realized as [20]

$$
\begin{equation*}
\mathcal{L}_{m^{\prime}}^{m}=\mathcal{C}_{m^{\prime}}^{m}+(-1)^{m+m^{\prime}} \mathcal{C}_{\bar{m}}^{\bar{m}^{\prime}} \quad \mathcal{L}_{\bar{m}^{\prime}}^{\bar{m}}=(-1)^{m+m^{\prime}} \mathcal{L}_{m}^{m^{\prime}} \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{C}_{m}^{m^{\prime}}=\sum_{\alpha=1}^{N} \eta_{\alpha m} \xi_{\alpha}^{m^{\prime}} \tag{9}
\end{equation*}
$$

realizes the unitary algebra $u(2 j+1)$. Note that the vector fields (8) are horizontal, i.e. they do not depend on the derivatives of the dependent variable. Although our interest lies only in the symplectic elements, it is important to mention that the contraction

$$
\begin{equation*}
C_{\alpha \beta}=\sum_{m=-j}^{j} \eta_{\alpha m} \xi_{\beta}^{m} \tag{10}
\end{equation*}
$$

Table 1. Polynomial basis with two types of bosons to the adjoint irreducible representation [2, 0] of $\mathrm{sp}(4)$ adapted to the chain (A.1). The roots (first three columns) are given in three different bases [43, 39]: FWS (fundamental weight system), DYN (Dynkin, formed by the basic irreducible representations) and SRS (simple root system), respectively. The fourth column is the 'quantum numbers' of each vector of the adjoint representation. The last column presents the correspondence between the notation of [44] and the current notation shown in the fifth column.

| FWS | DYN | SRS | $\left\|\sigma_{1}, \sigma_{2}, h_{1}, h_{2}\right\rangle$ | Polynomial basis | $\mathcal{L}_{m}^{m^{\prime}}$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $[2,0]$ | $(2,0)$ | $\{2,1\}$ | $\|2,0,2,0\rangle$ | $\eta_{13} \eta_{15} \eta_{23}-\eta_{13} \eta_{13} \eta_{25}$ | $\mathcal{L}_{3}^{\overline{3}}$ | $-\sqrt{2} E_{4}^{+}$ |
| $[-2,0]$ | $(-2,0)$ | $\{-2,-1\}$ | $\|2,0,-2,0\rangle$ | $\eta_{1 \overline{3}} \eta_{15} \eta_{2 \overline{3}}-\eta_{1 \overline{3}} \eta_{1 \overline{3}} \eta_{25}$ | $\mathcal{L}_{\overline{3}}^{3}$ | $-\sqrt{2} E_{4}^{-}$ |
| $[1,1]$ | $(0,1)$ | $\{1,1\}$ | $\|1,1,1,1\rangle$ | $+\eta_{11} \eta_{15} \eta_{23}+\eta_{13} \eta_{15} \eta_{21}-2 \eta_{11} \eta_{13} \eta_{25}$ | $\mathcal{L}_{1}^{\overline{3}}$ | $-E_{3}^{+}$ |
| $[-1,-1]$ | $(0,-1)$ | $\{-1,-1\}$ | $\|1,1,-1,-1\rangle$ | $-\eta_{1 \overline{1}} \eta_{15} \eta_{2 \overline{3}}-\eta_{1 \overline{3}} \eta_{15} \eta_{2 \overline{1}}+2 \eta_{1 \overline{1}} \eta_{1 \overline{3}} \eta_{25}$ | $\mathcal{L}_{\overline{3}}^{1}$ | $-E_{3}^{-}$ |
| $[1,-1]$ | $(2,-1)$ | $\{1,0\}$ | $\|1,1,1,-1\rangle$ | $+\eta_{1 \overline{1}} \eta_{15} \eta_{23}+\eta_{13} \eta_{15} \eta_{2 \overline{1}}-2 \eta_{1 \overline{1}} \eta_{13} \eta_{25}$ | $\mathcal{L}_{3}^{1}$ | $E_{1}^{+}$ |
| $[-1,1]$ | $(-2,1)$ | $\{-1,0\}$ | $\|1,1,-1,1\rangle$ | $-\eta_{11} \eta_{15} \eta_{2 \overline{3}}-\eta_{1 \overline{3}} \eta_{15} \eta_{21}+2 \eta_{11} \eta_{1 \overline{3}} \eta_{25}$ | $\mathcal{L}_{1}^{3}$ | $E_{1}^{-}$ |
| $[0,2]$ | $(-2,2)$ | $\{0,1\}$ | $\|0,2,0,2\rangle$ | $\eta_{11} \eta_{15} \eta_{21}-\eta_{11} \eta_{11} \eta_{25}$ | $\mathcal{L}_{1}^{1}$ | $\sqrt{2} E_{2}^{+}$ |
| $[0,-2]$ | $(2,-2)$ | $\{0,-1\}$ | $\|0,2,0,-2\rangle$ | $\eta_{1 \overline{1}} \eta_{15} \eta_{2 \overline{1}}-\eta_{1 \overline{1}} \eta_{1 \overline{1}} \eta_{25}$ | $\mathcal{L}_{\overline{1}}^{1}$ | $\sqrt{2} E_{2}^{-}$ |
| $[0,0]$ | $(0,0)$ | $\{0,0\}$ | $\|0,0,0,0\rangle$ | $-\eta_{13} \eta_{15} \eta_{2 \overline{3}}-\eta_{1 \overline{3}} \eta_{15} \eta_{23}+2 \eta_{13} \eta_{1 \overline{3}} \eta_{25}$ | $\mathcal{L}_{3}^{3}$ | $H_{1}$ |
| $[0,0]$ | $(0,0)$ | $\{0,0\}$ | $\|0,2,0,0\rangle$ | $+\eta_{11} \eta_{15} \eta_{2 \overline{1}}+\eta_{1 \overline{1}} \eta_{15} \eta_{21}-2 \eta_{11} \eta_{1 \overline{1}} \eta_{25}$ | $\mathcal{L}_{\overline{1}}^{1}$ | $H_{2}$ |

realizes the unitary algebra $\mathrm{u}(N)$. These realizations are equivalent to those given by Schwinger's technique using the fundamental irreducible representations [31]. From (4), the commutation relations for the unitary algebras are
$\left[\mathcal{C}_{m}^{m^{\prime}}, \mathcal{C}_{m^{\prime \prime}}^{m^{\prime \prime \prime}}\right]=\delta_{m^{\prime \prime}}^{m^{\prime}} \mathcal{C}_{m}^{m^{\prime \prime \prime}}-\delta_{m}^{m^{\prime \prime \prime}} \mathcal{C}_{m^{\prime \prime}}^{m^{\prime}} \quad\left[C_{\alpha \beta}, C_{\alpha^{\prime} \beta^{\prime}}\right]=\delta_{\alpha^{\prime} \beta} C_{\alpha \beta^{\prime}}-\delta_{\alpha \beta^{\prime}} C_{\alpha^{\prime} \beta}$.
Consequently, the commutation relations for the symplectic algebras are

$$
\begin{equation*}
\left[\mathcal{L}_{m}^{m^{\prime}}, \mathcal{L}_{m^{\prime \prime \prime}}^{m^{\prime \prime \prime}}\right]=\delta_{m^{\prime \prime}}^{m^{\prime}} \mathcal{L}_{m}^{m^{\prime \prime \prime}}-\delta_{m}^{m^{\prime \prime \prime}} \mathcal{L}_{m^{\prime \prime}}^{m^{\prime \prime}}+(-1)^{m^{\prime \prime}+m^{\prime \prime \prime}}\left(\delta_{\bar{m}^{\prime \prime \prime}}^{m^{\prime \prime}} \mathcal{L}_{m}^{\bar{m}^{\prime \prime}}-\delta_{m}^{\bar{m}^{\prime \prime}} \mathcal{L}_{\bar{m}^{\prime \prime \prime}}^{m^{\prime}}\right) \tag{12}
\end{equation*}
$$

The Casimir operator of $\operatorname{sp}(2 j+1)$ can be written as

$$
\begin{equation*}
\mathfrak{C}_{\mathrm{sp}(2 j+1)}=\sum_{m=1 / 2}^{j}\left(\mathcal{L}_{m}^{m}\right)^{2}+\frac{1}{2} \sum_{m=1 / 2}^{j}\left[\mathcal{L}_{m}^{\bar{m}}, \mathcal{L}_{\bar{m}}^{m}\right]_{+}+\sum_{0<m<\left|m^{\prime}\right|}^{j}\left[\mathcal{L}_{m}^{m^{\prime}}, \mathcal{L}_{m^{\prime}}^{m}\right]_{+} \tag{13}
\end{equation*}
$$

where $[a, b]_{+}=a b+b a$. This second-order invariant operator commutes with every element of any symplectic algebra

$$
\begin{equation*}
\left[\mathfrak{C}_{\operatorname{sp}(2 j+1)}, \mathcal{L}_{m}^{m^{\prime}}\right]=0 . \tag{14}
\end{equation*}
$$

Appendix A gives one possible identification of the bosonic operators $\mathcal{L}_{m}^{m^{\prime}}$ with the roots of $\operatorname{sp}(2)$ and $\operatorname{sp}(4)$. It also shows the polynomial basis in the creation operators $(N=2)$ of two irreducible representations (see tables 1 and 2). It should be mentioned that a polynomial basis in the creation operators for an arbitrary irreducible representation labelled by the highest weight $\left(\lambda_{1}, \ldots, \lambda_{r}\right)$, where $r$ is the rank of $\operatorname{sp}(2 r)$, can be constructed realizing the symplectic algebras $\operatorname{sp}(2 j+1)$ at least with a number $N=r=j+1 / 2$ of different types of bosons.

## 3. The differential invariants for symplectic algebras

The basic tools of the prolongation theory, which belong to the general theory of differential invariants, can be found in many textbooks [1, 4, 35-37]. In all the following cases, one (smooth) dependent variable $\phi=\phi(\eta)$ in the creation operators $\eta$ is considered because the following results can be easily generalized to an arbitrary number of dependent variables.

Table 2. Polynomial basis with two types of bosons to the fundamental irreducible representation $[1,0]$ of $\mathrm{sp}(4)$ adapted to the chain (A.1). The corresponding weight system is shown in the first three columns in three different bases [39, 43], as already explained in the caption of table 1.

| FWS | DYN | SRS | $\left\|\sigma_{1}, \sigma_{2}, h_{1}, h_{2}\right\rangle$ | Polynomial basis |
| :--- | :--- | :--- | :--- | :--- |
| $[1,0]$ | $(1,0)$ | $\left\{1, \frac{1}{2}\right\}$ | $\|1,0,1,0\rangle$ | $+\eta_{15} \eta_{15} \eta_{23}-\eta_{13} \eta_{15} \eta_{25}$ |
| $[0,1]$ | $(-1,1)$ | $\left\{0, \frac{1}{2}\right\}$ | $\|0,1,0,1\rangle$ | $+\eta_{15} \eta_{15} \eta_{21}-\eta_{11} \eta_{15} \eta_{25}$ |
| $[0,-1]$ | $(1,-1)$ | $\left\{0,-\frac{1}{2}\right\}$ | $\|1,0,0,-1\rangle$ | $+\eta_{15} \eta_{15} \eta_{2 \overline{1}}-\eta_{1 \overline{1}} \eta_{15} \eta_{25}$ |
| $[-1,0]$ | $(-1,0)$ | $\left\{-1,-\frac{1}{2}\right\}$ | $\|0,1,-1,0\rangle$ | $-\eta_{15} \eta_{15} \eta_{2 \overline{3}}+\eta_{1 \overline{3}} \eta_{15} \eta_{25}$ |

Let $X$ be the Euclidean space of dimension $p=N(2 j+1)$, with $j$ semi-integer, whose coordinates consist of $p$ independent creation operators $\eta_{\alpha m}, \alpha \leqslant N$ and $m \leqslant|j|$, and let $U^{(n)}$ be the Euclidean space of dimension $q^{(n)}=\binom{p+n}{n}$, whose coordinates consist of one dependent variable $\phi$ and its derivatives

$$
\begin{equation*}
\phi_{\alpha}^{m}=\xi_{\alpha}^{m} \phi=\frac{\partial \phi}{\partial \eta_{\alpha m}} \quad \phi_{\alpha \alpha^{\prime}}^{m m^{\prime}}=\xi_{\alpha}^{m} \xi_{\alpha^{\prime}}^{m^{\prime}} \phi=\frac{\partial^{2} \phi}{\partial \eta_{\alpha m} \partial \eta_{\alpha^{\prime} m^{\prime}}} \quad \ldots . \tag{15}
\end{equation*}
$$

Let $J^{(n)}=X \times U^{(n)}$ be the $n$ th-order jet space (see [4, chapter 2] and [1, chapter 4] for more details) of dimension

$$
\begin{equation*}
\operatorname{dim} J^{(n)}=p+q^{(n)} \quad q^{(n)}=\binom{p+n}{n} \quad p=N(2 j+1) \tag{16}
\end{equation*}
$$

whose coordinates consist of $p$ independent variables $\eta_{\alpha m}$ and one dependent variable $\phi$ and its derivatives, (15). Then the $n$ th-order prolongation (see [1, theorem 4.16]) of the vector fields (8) is given in the following theorem.

Theorem 1. The nth-order prolongation of the vector field $\mathcal{L}_{m}^{m^{\prime}}$ defined in (8) is explicitly given by

$$
\begin{equation*}
\operatorname{pr}^{(n)} \mathcal{L}_{m}^{m^{\prime}}=\mathcal{L}_{m}^{m^{\prime}}+\sum_{m_{1}=j}^{-j} \sum_{\alpha_{1}=1}^{N} \varphi_{m \alpha_{1}}^{m^{\prime} m_{1}} \widehat{\phi}_{m_{1}}^{\alpha_{1}}+\cdots+\sum_{\substack{-j \leqslant m_{i}<j \\ 1 \leqslant c_{i} \leqslant N}}^{\prime} \varphi_{m \alpha_{1} \cdots \alpha_{n}}^{m^{\prime} m_{1} \cdots m_{n}} \widehat{\phi}_{m_{1} \cdots m_{n}}^{\alpha_{1} \cdots \alpha_{n}} \tag{17}
\end{equation*}
$$

where the operators $\widehat{\phi}_{m \ldots}^{\alpha \ldots}$ are derivatives in the coordinates (15)

$$
\begin{equation*}
\widehat{\phi}_{m_{1} \cdots m_{n}}^{\alpha_{1} \ldots \alpha_{n}}=\frac{\partial}{\partial \phi_{\alpha_{1} \cdots \alpha_{n}}^{m_{1} \cdots m_{n}}} \tag{18}
\end{equation*}
$$

and the coefficients $\varphi_{m^{\prime} \alpha \ldots}^{m^{\prime \prime} m \ldots}$ are given by

$$
\begin{equation*}
\varphi_{m \alpha_{1} \cdots \alpha_{n}}^{m^{\prime} m_{1} \cdots m_{n}}=-\left[\delta_{m}^{m_{1}} \phi_{\alpha_{1} \cdots \alpha_{n}}^{m^{\prime} \cdots m_{2}}+\cdots+\delta_{m}^{m_{n}} \phi_{\alpha_{1} \cdots \alpha_{n}}^{m_{1} \cdots m^{\prime}}+(-1)^{\left(m+m^{\prime}\right)}\left(\delta_{\bar{m}^{\prime}}^{m_{1}} \phi_{\alpha_{1} \cdots \alpha_{n}}^{\bar{m} \cdots m_{2}}+\cdots+\delta_{\bar{m}^{\prime}}^{m_{n}} \phi_{\alpha_{1} \cdots \alpha_{n}}^{m_{1} \cdots \bar{m}}\right)\right] . \tag{19}
\end{equation*}
$$

Proof. The characteristics (see [1, definition 4.8]) of the vector fields (8) are

$$
\begin{equation*}
Q_{m}^{m^{\prime}}=-\mathcal{L}_{m}^{m^{\prime}} \phi=\sum_{\alpha=1}^{N}\left[\eta_{\alpha m} \phi_{\alpha}^{m^{\prime}}+(-1)^{m+m^{\prime}} \eta_{\alpha \bar{m}^{\prime}} \phi_{\alpha}^{\bar{m}}\right] \tag{20}
\end{equation*}
$$

Here, only one dependent variable $\phi$ is being considered. We can easily verify that the first prolongation coefficient is zero

$$
\begin{equation*}
\varphi_{m}^{m^{\prime}}=Q_{m}^{m^{\prime}}+\mathcal{L}_{m}^{m^{\prime}} \phi=0 . \tag{21}
\end{equation*}
$$

Therefore, using a recursive formula (see [1, page 119]), we have

$$
\begin{align*}
\varphi_{m \alpha_{1}}^{m^{\prime} m_{1}} & =D_{\alpha_{1} m_{1}} \varphi_{m}^{m^{\prime}}-\sum_{\alpha=1}^{N}\left[\left(D_{\alpha_{1} m_{1}} \eta_{\alpha m}\right) \phi_{\alpha}^{m^{\prime}}+(-1)^{m+m^{\prime}}\left(D_{\alpha_{1} m_{1}} \eta_{\alpha \bar{m}^{\prime}}\right) \phi_{\alpha}^{\bar{m}}\right] \\
& =-\left[\delta_{m}^{m_{1}} \phi_{\alpha_{1}}^{m^{\prime}}+(-1)^{\left(m+m^{\prime}\right)} \delta_{\bar{m}^{\prime}}^{m_{1}} \phi_{\alpha_{1}}^{\bar{m}}\right] \tag{22}
\end{align*}
$$

Using this last result and the recursive formula once more, we have

$$
\begin{align*}
\varphi_{m \alpha_{1} \alpha_{2}}^{m^{\prime} m_{1} m_{2}} & =D_{\alpha_{2} m_{2}} \varphi_{m \alpha_{1}}^{m^{\prime} m_{1}}-\sum_{\alpha=1}^{N}\left[\left(D_{\alpha_{2} m_{2}} \eta_{\alpha m}\right) \phi_{\alpha \alpha_{1}}^{m^{\prime} m_{1}}+(-1)^{m+m^{\prime}}\left(D_{\alpha_{2} m_{2}} \eta_{\alpha \bar{m}^{\prime}}\right) \phi_{\alpha \alpha_{1}}^{\bar{m} m_{1}}\right] \\
& =-\left[\delta_{m}^{m_{1}} \phi_{\alpha_{1} \alpha_{2}}^{m^{\prime} m_{2}}+\delta_{m}^{m_{2}} \phi_{\alpha_{1} \alpha_{2}}^{m_{1} m^{\prime}}+(-1)^{\left(m+m^{\prime}\right)}\left(\delta_{\bar{m}^{\prime}}^{m_{1}} \phi_{\alpha_{1} \alpha_{2}}^{\bar{m} m_{2}}+\delta_{\bar{m}^{\prime}}^{m_{2}} \phi_{\alpha_{1} \alpha_{2}}^{m_{1} \overline{\bar{m}}}\right)\right] . \tag{23}
\end{align*}
$$

Continuing this recursive process, the general formula (19) for the prolongation coefficients will be found.

As the symplectic vector fields (8) do not depend on any dependent variable, then the prolongation (17) can be generalized to an arbitrary number $q$ of dependent variables $\phi \rightarrow \phi_{a}, a=1,2, \ldots, q$, by just adding another sum to the dependent variable indices $a$. Naturally, equations (18) and (19) still hold for each dependent variable $\phi_{a}$. The symplectic differential invariants are determined in the next two subsections.

The prime on the sum symbol in (17) means that the sequence of index pairs $\left(\alpha_{1}, m_{1}\right), \ldots,\left(\alpha_{n}, m_{n}\right)$ appearing in the coefficients $\varphi$ must be ordered and also that repeated pairs in it must be avoided. For example, let $j=1 / 2$ and $N=1$. Then take two of all possible two-pair sequences formed by $(\alpha, m)$, for example, $(1,1 / 2),(1,-1 / 2)$ and $(1,-1 / 2),(1,1 / 2)$. Their corresponding coefficients are

$$
\begin{equation*}
\varphi_{m 11}^{m^{\prime} 1 \overline{1}}:=\varphi_{m 11}^{m^{\prime}+\frac{1}{2}-\frac{1}{2}} \quad \varphi_{m 11}^{m^{\prime} \overline{1} 11}:=\varphi_{m 11}^{m^{\prime}-\frac{1}{2}+\frac{1}{2}} . \tag{24}
\end{equation*}
$$

Then only one coefficient, $\varphi_{m 11}^{m^{\prime} 1 \overline{1}}$ or $\varphi_{m 11}^{m^{\prime} 11}$, should be taken into consideration (not both). This same remark applies to the sequence of index pairs $\left(m_{1}, \alpha_{1}\right), \ldots,\left(m_{n}, \alpha_{n}\right)$ appearing in the operators $\hat{\phi}$, (18). Note that in this example all denominators appearing in the angular components $m= \pm 1 / 2$ in (24) were suppressed. Also, the minus sign was turned into a bar sign, $-m=\bar{m}$. This notation is used throughout this paper.

### 3.1. The $N \geqslant 2 j+1$ case

In the case $N \geqslant 2 j+1$, where $N$ is the number of different bosons, we can find one invariant frame, i.e. a set of linearly independent vector fields (see [1, definition 2.83]), and one invariant coframe, i.e. a set of linearly independent horizontal one forms (see [1, definition 5.40]), which allow us to write the invariants in a simple formula. This formula is given in the following theorem.

Theorem 2. When $N \geqslant 2 j+1$, all strictly independent nth-order differential invariants associated with the prolonged vector fields (17) are contained in the set

$$
\begin{equation*}
I_{\alpha_{1} \alpha_{2} \cdots \alpha_{2 n}}^{(n)}=\prod_{i=1}^{n}\left(\sum_{m_{i}=j}^{-j} \eta_{\alpha_{2 i}-1 m_{i}}\right) \phi_{\alpha_{2} \alpha_{4} \cdots \alpha_{2 n}}^{m_{1} m_{2} \cdots m_{n}} . \tag{25}
\end{equation*}
$$

Proof. We can easily verify that generators (9) and (10) commute. Consequently, generators $C_{\alpha_{1} \alpha_{2}}$ given in (10) form an invariant frame of dimension $N^{2}$. Then, if $N \geqslant 2 j+1$, there is also an invariant coframe because the dimension of $X$ (the number of independent coordinates)
is $N(2 j+1)$. An invariant coframe must have its dimension greater than or equal to the dimension of $X$. In that case, the operators

$$
\begin{equation*}
\hat{I}_{\alpha_{1} \alpha_{2}}=\sum_{m_{1}=-j}^{j} \eta_{\alpha_{1} m_{1}} D_{\alpha_{2} m_{1}} \tag{26}
\end{equation*}
$$

where $D_{\alpha m}$ is the total derivative in the jet space (see [1, definition 4.14]), form a complete set of invariant differential operators. Since the vector fields (8) are independent of the dependent variable $\phi$, then $\phi$ is a trivial invariant of zero order. Therefore, according to [1, theorem 5.48], the differentiated invariants

$$
\begin{equation*}
I_{\alpha_{1} \alpha_{2}}^{(1)}=\hat{I}_{\alpha_{1} \alpha_{2}} \phi=\sum_{m_{1}=-j}^{j} \eta_{\alpha_{1} m_{1}} \phi_{\alpha_{2}}^{m_{1}} \tag{27}
\end{equation*}
$$

contain a complete set of first-order differential invariants. A complete set of second-order differential invariants can be obtained from

$$
\begin{equation*}
\hat{I}_{\alpha_{3} \alpha_{4}} I_{\alpha_{1} \alpha_{2}}^{(1)}=\sum_{m_{1}, m_{2}=-j}^{j} \eta_{\alpha_{1} m_{1}} \eta_{\alpha_{3} m_{2}} \phi_{\alpha_{2} \alpha_{4}}^{m_{1} m_{2}}+\delta_{\alpha_{1} \alpha_{4}} I_{\alpha_{2} \alpha_{3}}^{(1)} \tag{28}
\end{equation*}
$$

which, up to first-order invariants, can be simplified to

$$
\begin{equation*}
I_{\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}^{(2)}=\sum_{m_{1}, m_{2}=-j}^{j} \eta_{\alpha_{1} m_{1}} \eta_{\alpha_{3} m_{2}} \phi_{\alpha_{2} \alpha_{4}}^{m_{1} m_{2}} . \tag{29}
\end{equation*}
$$

This recursive process leads to the general formula (25).
The generalization of (25) to an arbitrary number $q$ of dependent variables $\phi_{a}, a=$ $1,2, \ldots, q$, is immediately obtained: it holds for each dependent variable $\phi_{a}$ because the differential invariant operators (26) do not depend explicitly on the dependent variables. Thus, when $q>1$, the dependent variables are not mixed in the differential invariants.

Note that all invariants (25) are strong, i.e. $\operatorname{pr}^{(n)} \mathcal{L}_{m}^{m^{\prime}} I_{\alpha_{1} \alpha_{2} \cdots \alpha_{2 n}}^{(n)}=0$ everywhere. Furthermore, they are scale invariant by a global factor on the independent variables, i.e. $I^{(n)}(\gamma x)=I^{(n)}(x)$.

As a consequence of theorem $2, n=0$ is the order of stabilization (see the dimensional considerations in [1, chapter 5]) whenever $N=2 j+1$. The corresponding stable orbit dimension is the algebra dimension $(2 j+1)(j+1)$. Therefore, the $\operatorname{Sp}(2 j+1)$ group acts locally effectively (see [1, theorem 5.11]). The maximal orbit dimensions $s_{n}$, i.e. the maximal number of independent prolonged vector fields in $J^{(n)}$ belonging to a given symplectic algebra, are shown in table 3 for the first three symplectic algebras. All orbit dimensions in table 3 were obtained by computing the rank of the matrices formed by the coefficients of the prolonged vector fields (17). Once the orbit dimension $s_{n}$ is known, then the number $i_{n}$ of functionally independent differential invariants of order at most $n$ is

$$
\begin{equation*}
i_{n}=q\binom{p+n-1}{n}+p-s_{n} \tag{30}
\end{equation*}
$$

where $p$ is the number of independent coordinates and $q$ is the number of dependent variables. Of course, the number $j_{n}$ of strictly independent differential invariants of order $n$ is

$$
\begin{equation*}
j_{n}=i_{n}-i_{n-1} \tag{31}
\end{equation*}
$$

Both quantities $i_{n}$ and $j_{n}$, for $q=1, j \leqslant 5 / 2$ and $N \leqslant 3$, are shown in table 4 .

Table 3. The maximal orbit dimensions $s_{n}$ of $\operatorname{sp}(2 j+1), j=1 / 2,3 / 2, / 5 / 2$, realized with $N$ types of different bosons. All orbit dimensions were obtained by direct symbolic computation. In all cases, we are using only one dependent variable $(q=1)$.

| $N$ | $\mathrm{sp}(2)$ |  | $\mathrm{sp}(4)$ |  |  | $\mathrm{sp}(6)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $s_{0}$ | $s_{1}$ | $s_{0}$ | $s_{1}$ | $s_{2}$ | $s_{0}$ | $s_{1}$ | $s_{2}$ | $s_{3}$ |
| 1 | 2 | 3 | 4 | 7 | 10 | 6 | 11 | 18 | 21 |
| 2 | 3 | 3 | 7 | 10 | 10 | 11 | 18 | 21 | 21 |
| 3 | 3 | 3 | 9 | 10 | 10 | 15 | 21 | 21 | 21 |
| 4 | 3 | 3 | 10 | 10 | 10 | 18 | 21 | 21 | 21 |
| 5 | 3 | 3 | 10 | 10 | 10 | 20 | 21 | 21 | 21 |
| 6 | 3 | 3 | 10 | 10 | 10 | 21 | 21 | 21 | 21 |

Table 4. Number $i_{n}$ of independent invariants of order at most $n$ and number $j_{n}$ of strictly independent invariants of order $n . N$ is the number of different bosons in each realization of each algebra. In all cases, we are using only one dependent variable ( $q=1$ ).

| $N$ | $\mathrm{sp}(2)$ |  |  |  | $\mathrm{sp}(4)$ |  |  |  | $\mathrm{sp}(6)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $i_{0}$ | $j_{1} / i_{1}$ | $j_{2} / i_{2}$ | $j_{3} / i_{3}$ | $i_{0}$ | $j_{1} / i_{1}$ | $j_{2} / i_{2}$ | $j_{3} / i_{3}$ | $i_{0}$ | $j_{1} / i_{1}$ | $j_{2} / i_{2}$ | $j_{3} / i_{3}$ |
| 1 | 1 | 1/2 | 3/5 | 4/9 | 1 | 1/2 | 7/9 | 20/29 | 1 | 1/2 | 16/18 | 51/69 |
| 2 | 2 | 4/6 | 10/16 | 20/36 | 2 | 5/7 | 36/43 | 120/163 | 2 | 5/7 | 73/82 | 364/446 |
| 3 | 4 | 6/10 | 21/31 | 56/87 | 4 | 11/15 | 78/93 | 364/457 | 4 | 12/16 | 171/187 | 1140/1327 |

Example $1(j=1 / 2, N=2)$. Consider $j=1 / 2$, i.e. the symplectic algebra $\operatorname{sp}(2)$, and $N=2$, i.e. two different types of bosons. Let

$$
g=\left(\begin{array}{ll}
0 & -1  \tag{32}\\
1 & 0
\end{array}\right)
$$

be the symplectic metric (1). Define the vectors

$$
\begin{equation*}
X_{\alpha}=\left(\eta_{\alpha 1}, \eta_{\alpha \overline{1}}\right) \quad \Delta_{\alpha}=\nabla_{\alpha} \phi=\left(\phi_{\alpha}^{1}, \phi_{\alpha}^{\overline{1}}\right) \quad \alpha=1,2 \tag{33}
\end{equation*}
$$

and the Hessian matrices

$$
H_{\mu \nu}=\left(\begin{array}{ll}
\phi_{\mu \nu}^{11} & \phi_{\mu \nu}^{1 \overline{1}}  \tag{34}\\
\phi_{\mu \nu}^{\overline{1} 1} & \phi_{\mu \nu}^{\overline{1}} \bar{\nu}
\end{array}\right) \quad H_{\mu \nu}^{\mathrm{T}}=H_{\nu \mu} \quad \mu, \nu=1,2 .
$$

Thus, all invariants up to second order in (25) can be rewritten in a matrix form
$I_{1}^{(0)}=\phi \quad I_{2}^{(0)}=-X_{1} g X_{2} \quad I_{\mu \nu}^{(1)}=X_{\mu} \Delta_{\nu} \quad I_{\mu \alpha \beta \nu}^{(2)}=X_{\mu} H_{\alpha \beta} X_{\nu}$.
The ordinary invariant $I_{2}^{(0)}$ in (35) was also obtained by Chacón and Moshinsky [20] (see also [38]). We can see from table 4 that the sets of invariants given in this example are maximal. Moreover, the alternative matrix form introduced here will be very useful for treating the special cases in the next section where the stabilization condition $N \geqslant 2 j+1$ has not been achieved yet. In that case, the number of differential invariants from (25) is smaller than the maximal number. Equally important is the fact that besides the invariants presented above, the alternative matrix forms

$$
\begin{equation*}
A_{\mu \nu}=\operatorname{det} H_{\mu \nu}, \quad \operatorname{tr}\left(g H_{\mu \nu}\right)^{k}, \quad \operatorname{tr}\left(g H_{\mu \mu}\right)^{2 k} \tag{36}
\end{equation*}
$$

are also sets of differential invariants. Of course, in the present case, these alternative invariants are not functionally independent of those given in (35). For example, the very simple invariant given by $\operatorname{tr}\left(g H_{12}\right)$, which is linear in the second derivatives of $\phi$, can be rewritten as

$$
\begin{equation*}
B_{12}=\operatorname{tr}\left(g H_{12}\right)=\phi_{12}^{1 \overline{1}}-\phi_{12}^{\overline{1} 1}=\frac{1}{I_{2}^{(0)}}\left(I_{1122}^{(2)}-I_{2121}^{(2)}\right) \tag{37}
\end{equation*}
$$

where $I_{1122}^{(2)}$ and $I_{2121}^{(2)}$ are given in (35). Consequently, the relation (37) implies one relation between the Hessians $H_{12}$ and $H_{21}$ :

$$
\begin{equation*}
H_{12}-H_{21}+g \operatorname{tr}\left(g H_{12}\right)=0 \tag{38}
\end{equation*}
$$

Although the functional dependence among these invariants is not an easy task to achieve, similar relations to (38) can be found, e.g. the invariants in (36) satisfy

$$
\begin{equation*}
\operatorname{tr}\left(g H_{\mu \mu}\right)^{2 k}=(-1)^{k} 2 A_{\mu \mu}^{k} \quad B_{\mu \nu}=\operatorname{tr}\left(g H_{\mu \nu}\right) \quad \operatorname{tr}\left(g H_{\mu \nu}\right)^{k}=F\left(A_{\mu \nu}, B_{\mu \nu}\right) \quad \mu \neq v \tag{39}
\end{equation*}
$$

where $F$ is a polynomial in $A_{\mu \nu}$ and $B_{\mu \nu}$. Regardless of the fact that the alternative forms in (36) are not functionally independent of those in (35), they are important in the construction of dynamical systems. For instance, the invariants $A_{\mu \nu}=\operatorname{det} H_{\mu \nu}$ are null Lagrangians for some variational problem (see section 4). Other important alternative matrix forms will be presented in the next section.

As a final remark, it should be noted that the action of the Casimir operator (13) ( $j=1 / 2$ and $N=2$ ) on the dependent variable $\phi$ is also a second-order invariant
$\mathfrak{C}_{\mathrm{sp}_{2}(2)} \phi=3 X_{1} \Delta_{1}+3 X_{2} \Delta_{2}+X_{1} H_{11} X_{1}+X_{2} H_{22} X_{2}+2 X_{2}\left[H_{12}-g \operatorname{tr}\left(g H_{12}\right)\right] X_{1}$.
Using relation (38), this Casimir operator can be rewritten as a linear function in the previous differential invariants

$$
\begin{equation*}
\mathfrak{C}_{\mathrm{sp}_{2}(2)} \phi=3\left(I_{11}^{(1)}+I_{22}^{(1)}\right)+I_{1111}^{(2)}+I_{2222}^{(2)}+4 I_{2121}^{(2)}-2 I_{2211}^{(2)} . \tag{41}
\end{equation*}
$$

### 3.2. The $N<2 j+1$ case

If $N<2 j+1$, there is no invariant coframe in the bosonic realization of section 2 . If there is no invariant coframe, then we cannot follow the previous (general) procedure to find closed formulae for the new differential invariants, although we can write them in matrix forms induced by those presented in the previous section. Having in mind that the second-order differential invariants are the most required in physics and applications where the symplectic algebra $\operatorname{sp}(6)$ is realized with up to three types of different bosons [17-20], which allows the explicit construction of all of their irreducible representations by polynomials in the bosonic operators, here we present matrix forms for the differential invariants of $\mathrm{sp}(2), \mathrm{sp}(4)$ and $\mathrm{sp}(6)$ up to second order and $N \leqslant 3$. Higher-order invariants for $\mathrm{sp}(4)$ and $\mathrm{sp}(6)$ can be obtained following the lines in the next subsection. It should be mentioned that the examples presented here can be easily generalized to any symplectic algebra.

Let $H_{m u v}$ be the Hessian matrices with matrix elements given by

$$
\begin{equation*}
\left(H_{\mu \nu}\right)_{m m^{\prime}}=\phi_{\mu \nu}^{m m^{\prime}} \quad \mu, \nu \leqslant N \quad m, m^{\prime} \leqslant|j| \tag{42}
\end{equation*}
$$

and $g$ be the symplectic metric (1). Let $X_{\mu}$ be the vector formed by the independent variables $\eta_{\mu m}$ and $\Delta_{\mu}$ the gradient vector of the dependent variable $\phi$,

$$
\begin{equation*}
X_{\mu}=\left(\eta_{\mu j}, \ldots, \eta_{\mu \bar{j}}\right) \quad \Delta_{\mu}=\left(\phi_{\mu}^{j}, \ldots, \phi_{\mu}^{\bar{j}}\right) . \tag{43}
\end{equation*}
$$

Table 5. Matrix form for the differential invariants up to second order $(n \leqslant 2)$ and up to three types of bosons ( $N \leqslant 3$ ) for the first three symplectic algebras $\operatorname{sp}(2 j+1), j=1 / 2,3 / 2,5 / 2$. The matrix forms with $n=2$ and $N=2,3$ also occur as differential invariants for $N=1$ and $n=2$.

| $n$ | $j$ | $N=1$ | $N=2,3$ |
| :--- | :--- | :--- | :--- |
| 0 | Any | $\phi$ | $\phi, X_{\mu} g X_{v}(\mu \neq v)$ |
| 1 | $1 / 2$ | $X_{1} \Delta_{1}$ | $X_{\mu} \Delta_{v}$ |
| 1 | $3 / 2,5 / 2$ | $X_{1} \Delta_{1}$ | $X_{\mu} \Delta_{v}, \Delta_{\mu} g \Delta_{v}(\mu \neq v)$ |
| 2 | Any | $X_{1}\left(H_{11} g\right)^{k} H_{11}\left(g H_{11}\right)^{k} X_{1}$ | $X_{\mu} \Delta_{v}, \Delta_{\mu} g \Delta_{v}$ |
|  |  | $X_{1}\left(H_{11} g\right)^{k} H_{11}\left(g H_{11}\right)^{k} g \Delta_{1}$ | $X_{\alpha} H_{\sigma \sigma^{\prime}} X_{\alpha^{\prime}}, X_{\alpha} H_{\sigma \sigma^{\prime}} g \Delta_{\alpha^{\prime}}, \Delta_{\alpha} H_{\sigma \sigma^{\prime}} g X_{\alpha^{\prime}}, \Delta_{\alpha} g H_{\sigma \sigma^{\prime}} g \Delta_{\alpha^{\prime}}$ |
|  | $\Delta_{1} g\left(H_{11} g\right)^{k} H_{11}\left(g H_{11}\right)^{k} g \Delta_{1}$ | $X_{\alpha}\left(H_{\sigma \sigma^{\prime}} g H_{\rho \rho^{\prime}}\right) g \Delta_{\alpha^{\prime}}, \Delta_{\alpha} g\left(H_{\sigma \sigma^{\prime}} g H_{\rho \rho^{\prime}}\right) g \Delta_{\alpha^{\prime}}$ |  |
|  | $X_{1}\left(H_{11} g\right)^{2 k} \Delta_{1}$ | $\operatorname{det} H_{\sigma \sigma^{\prime}}, \operatorname{tr}\left(g H_{\sigma \sigma}\right)^{2 k}, \operatorname{tr}\left(g H_{\sigma \sigma^{\prime}}\right)^{k}$ |  |
|  |  |  |  |

Then the independent invariants can be built from the matrix forms shown in table 5 . We have also explicitly verified the relation
$\mathfrak{C}_{\text {sp }(2 j+1)} \phi=\sum_{\alpha=1}^{N}\left[(2 j+2) X_{\alpha} \Delta_{\alpha}+X_{\alpha} H_{\alpha \alpha} X_{\alpha}\right]+2 \sum_{\alpha^{\prime}>\alpha=1}^{N} X_{\alpha}\left[H_{\alpha \alpha^{\prime}}-\operatorname{tr}\left(g H_{\alpha \alpha^{\prime}}\right) g\right] X_{\alpha^{\prime}}$
among the Casimir operators and the differential invariants. The basic tools for writing these differential invariants, including the Casimir operators, are implemented in the algebraic computer package Killing [39, 40]. The next examples present a few remarks on these invariants.

Example $2(j=1 / 2, N=1)$. The differential invariants, all functionally independent, for $\operatorname{sp}(2)$, up to second order, $N=1$, are given in table 5:

$$
\begin{align*}
& I_{1}^{(0)}=\phi \quad I_{1}^{(1)}=X_{1} \Delta_{1} \quad I_{1}^{(2)}=X_{1} H_{11} X_{1} \\
& I_{2}^{(2)}=X_{1} H_{11} \tilde{\Delta}_{1} \quad I_{3}^{(2)}=\tilde{\Delta}_{1} H_{11} \tilde{\Delta}_{1} \tag{45}
\end{align*}
$$

where

$$
H_{11}=\left(\begin{array}{cc}
\phi_{11}^{11} & \phi_{11}^{1 \overline{1}}  \tag{46}\\
\phi_{11}^{\overline{1} 1} & \phi_{11}^{\overline{1} 1}
\end{array}\right) \quad g=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

and
$X_{1}=\left(\eta_{11}, \eta_{1 \overline{1}}\right) \quad \Delta_{1}=\left(\nabla_{1} \phi\right)=\left(\phi_{1}^{1}, \phi_{1}^{\overline{1}}\right) \quad \tilde{\Delta}_{1}=\Delta_{1} g=\left(\phi_{1}^{\overline{1}},-\phi_{1}^{1}\right)$.
There is only one more nontrivial alternative second-order matrix form

$$
\begin{equation*}
A_{11}=\operatorname{det} H_{11} \tag{48}
\end{equation*}
$$

since, in this case

$$
\begin{equation*}
\operatorname{tr}\left(g H_{11}\right)^{2 k+1}=0 \quad \operatorname{tr}\left(g H_{11}\right)^{2 k}=2(-1)^{k} A_{11}^{k} . \tag{49}
\end{equation*}
$$

The remaining matrix forms in table 5 are trivial combinations (products and powers) of invariants (45) and (48), e.g.,

$$
\begin{equation*}
X\left(H_{11} g\right)^{2 k} \Delta=(-1)^{k} I_{1}^{(1)} A_{11}^{k} \quad X\left(H_{11} g\right)^{2 k+1} \Delta=(-1)^{k+1} I_{2}^{(2)} A_{11}^{k} . \tag{50}
\end{equation*}
$$

Of course, the alternative invariant (48) is not functionally independent of those in (45), but its functional form is not as simple as those in (49) or (50).

In fact, for $\operatorname{sp}(2)$ with $N=1$, we can univocally write all differential invariants of any order in a matrix form. For example, the four third-order invariants are

$$
\begin{equation*}
I_{1}^{(3)}=X_{1} V_{1} \quad I_{2}^{(3)}=X_{1} V_{2} \quad I_{3}^{(3)}=X_{1} V_{3} \quad I_{4}^{(3)}=\tilde{\Delta}_{1} V_{3} \tag{51}
\end{equation*}
$$

where
$V_{1}=\left(X_{1} H_{1} X_{1}, X_{1} H_{2} X_{1}\right) \quad V_{2}=\left(X_{1} H_{1} \tilde{\Delta}_{1}, X_{1} H_{2} \tilde{\Delta}_{1}\right) \quad V_{3}=\left(\tilde{\Delta}_{1} H_{1} \tilde{\Delta}_{1}, \tilde{\Delta}_{1} H_{2} \tilde{\Delta}_{1}\right)$
and $H_{1}$ and $H_{2}$ are the Hessians of $\phi_{1}^{1}$ and $\phi_{1}^{\overline{1}}$, respectively,

$$
H_{1}=\left(\begin{array}{ll}
\phi_{111}^{111} & \phi_{111}^{111}  \tag{53}\\
\phi_{111}^{111} & \phi_{111}^{11 \overline{1}}
\end{array}\right) \quad H_{2}=\left(\begin{array}{ll}
\phi_{111}^{11 \overline{1}} & \phi_{111}^{1 \overline{1} 1} \\
\phi_{111}^{11 \overline{1}} & \phi_{111}^{\overline{1} 1 \overline{1}}
\end{array}\right) .
$$

Vectors $X_{1}$ and $\tilde{\Delta}_{1}$ are those given in (47). The five fourth-order differential invariants can be written as

$$
\begin{equation*}
I_{1}^{(4)}=X_{1} V_{1} \quad I_{2}^{(4)}=X_{1} V_{2} \quad I_{3}^{(4)}=X_{1} V_{3} \quad I_{4}^{(4)}=X_{1} V_{4} \quad I_{5}^{(4)}=\tilde{\Delta}_{1} V_{4} \tag{54}
\end{equation*}
$$

with

$$
\begin{array}{lll}
V_{1}=\left(X_{1} A_{1}, X_{1} A_{2}\right) & A_{i}=\left(X_{1} H_{i} X_{1}, X_{1} H_{i+1} X_{1}^{\mathrm{T}}\right) & i=1,2 \\
V_{2}=\left(X_{1} A_{1}, X_{1} A_{2}\right) & A_{i}=\left(X_{1} H_{i} \tilde{\Delta}_{1}, X_{1} H_{i+1} \tilde{\Delta}_{1}\right) & i=1,2 \\
V_{3}=\left(X_{1} A_{1}, X_{1} A_{2}\right) & A_{i}=\left(\tilde{\Delta}_{1} H_{i} \tilde{\Delta}_{1}, \tilde{\Delta}_{1} H_{i+1} \tilde{\Delta}_{1}\right) & i=1,2  \tag{55}\\
V_{4}=\left(\tilde{\Delta}_{1} A_{1}, \tilde{\Delta}_{1} A_{2}\right) & A_{i}=\left(\tilde{\Delta}_{1} H_{i} \tilde{\Delta}_{1}, \tilde{\Delta}_{1} H_{i+1} \tilde{\Delta}_{1}\right) & i=1,2
\end{array}
$$

and the Hessians of $\phi_{11}^{11}, \phi_{11}^{1 \overline{1}}$ and $\phi_{11}^{\overline{1} \overline{1}}$, respectively

$$
H_{1}=\left(\begin{array}{ll}
\phi_{1111}^{1111} & \phi_{1111}^{1111}  \tag{56}\\
\phi_{1111}^{1111} & \phi_{1111}^{111 \overline{1}}
\end{array}\right) \quad H_{2}=\left(\begin{array}{ll}
\phi_{111}^{1111} & \phi_{1111}^{111 \overline{1}} \\
\phi_{1111}^{111 \overline{1}} & \phi_{1111}^{11 \overline{1} 1}
\end{array}\right) \quad H_{3}=\left(\begin{array}{ll}
\phi_{111}^{111 \overline{1}} & \phi_{1111}^{11 \overline{1} 1} \\
\phi_{1111}^{11 \overline{1} 1} & \phi_{1111}^{1 \overline{1} 1 \overline{1}}
\end{array}\right) .
$$

It should be noted that only the invariants $I_{1}^{(1)}, I_{1}^{(2)}, I_{1}^{(3)}$ and $I_{1}^{(4)}$ came from (25). The remaining invariants were obtained by directly solving their respective differential equations

$$
\begin{equation*}
\operatorname{pr}^{(n)} \mathcal{L}_{m}^{m^{\prime}} I^{(n)}=0 \quad m, m^{\prime}=1,-1 \tag{57}
\end{equation*}
$$

using a polynomial ansatz to speed up the resolution. The matrix forms presented here were generalized and implemented in an algebraic computer code [40, Routine In1_S]. Therefore, in view of theorem 2 and the results presented in this example, any complete set of differential invariants, of any order, for $\operatorname{sp}(2)$, realized with an arbitrary number of different types of bosons, can be analytically computed.

Example $3(j=3 / 2,5 / 2, N \leqslant 3)$. The differential invariants up to second order for the symplectic algebras $\operatorname{sp}(4)$ and $\operatorname{sp}(6)$, both realized with three types of different bosons at most, are given in table 5. When $N=1$, the matrix forms with $n=2$ and $N=1$ in table 5 must be used in addition to other matrix forms with $n=2$ and $N=2,3$ in the same table. Since all Greek indices are equal to 1 when $N=1$, powers greater than 2 , such as $X_{1}\left(H_{11} g\right)^{4} \Delta_{1}$, must be used in order to complete the sets of independent invariants. This implies huge expressions; for instance, the second-order invariant $X_{1}\left(H_{11} g\right)^{4} \Delta_{1}$ has 3222 terms. The situation gets simpler for higher number, $N$, of types of bosons. For example, there is no need to use those matrix forms with $n=2$ and $N=1$ in table 5 when $N \geqslant 2$. It should also be remarked that there are no such relations as (38) or (39) when $j \geqslant 3 / 2$, even when $N=1$.

Although table 5 only presents invariants up to second order, higher-order invariants $(n \geqslant 3)$ can be calculated following the procedure outlined in example 2. Naturally, all matrix forms listed in table 5 apply to any symplectic algebra.

## 4. Applications

We present here how the differential invariants can be used to build a toy model having $\operatorname{Sp}(2)$ as its dynamical group of symmetry. In fact, each second-order differential invariant in table 5 is an $\operatorname{sp}(2)$-invariant Lagrangian, as it satisfies the condition $\operatorname{pr}^{(n)} \mathbf{v}_{k} L+L \operatorname{Div} \xi_{k}=0$, for $\operatorname{Div}(\xi)=0$, where $\xi\left(\eta_{\alpha m}\right)$ are the coefficients of the vector fields (8), regardless of how many bosons are being used. In the following paragraphs, we present a few comments on these Lagrangians.

Our first goal is to find the null Lagrangians $\mathrm{E}(L) \equiv 0$, where E is the Euler operator (see [4, definition 4.3]), i.e. the Lagrangians whose Euler-Lagrange expressions $\mathrm{E}(L)$ vanish identically. A null Lagrangian is a total divergence (see [4, theorem 4.7]), which implies, by the divergence theorem, that the associated variational problem is trivial, since the integral only depends on the boundary values of $\phi$. The differential invariants $\operatorname{tr}\left(g H_{\mu \nu}\right)$ and $\operatorname{det}\left(H_{\mu \nu}\right)$, where $H_{\mu \nu}$ are the Hessians given in (42) and $g$ is the symplectic metric (1), are null Lagrangians for any symplectic algebra realized by an arbitrary number of bosons, since they are linear and quadratic homogeneous polynomials of the top-order derivatives of $\phi$ alone (see [41] for further details), respectively. In fact, we can verify it explicitly,

$$
\begin{array}{lll}
\mathrm{E}\left(A_{\mu \nu}\right)=0 & \mathrm{E}\left(B_{\mu \nu}\right)=0 & A_{\mu \nu}=\operatorname{det} H_{\mu \nu}  \tag{58}\\
B_{\mu \nu}=\operatorname{tr}\left(g H_{\mu \nu}\right) & (\mu \neq \nu) & N \geqslant 1 .
\end{array}
$$

We can easily find many new examples besides these well-known null Lagrangians. For instance, when $N=1$, there is one null Lagrangian among the second-order invariants given in (45):

$$
\begin{equation*}
\mathrm{E}\left(X_{1} H_{11} X_{1}\right)=6 \quad \mathrm{E}\left(X_{1} H_{11} \tilde{\Delta}_{1}\right)=0 \quad \mathrm{E}\left(\tilde{\Delta}_{1} H_{11} \tilde{\Delta}_{1}\right)=-6 A_{11} \tag{59}
\end{equation*}
$$

where $\tilde{\Delta}_{\mu}=\Delta_{\mu} g$ and $X_{\mu}$ and $\Delta_{\mu}$ are given in (43). When $N=2$ there are many other null Lagrangians such as the six of them among the ten canonical second-order invariants $X_{\mu} H_{\alpha \beta} X_{v}$ given in (35):

$$
\begin{equation*}
\mathrm{E}\left(X_{\mu} H_{12} X_{\mu}\right)=0 \quad \mathrm{E}\left(X_{\mu} H_{\alpha \alpha} X_{\nu}\right)=0 \tag{60}
\end{equation*}
$$

The Euler-Lagrange expressions for the remaining canonical second-order invariants in (35) are constants. Many other null Lagrangians, which are also linear on second derivatives of $\phi$, are given by the alternative matrix forms shown in table 5:

$$
\begin{align*}
& \mathrm{E}\left(X_{\mu} H_{\alpha \alpha} \tilde{\Delta}_{\mu}\right)=0 \quad(\mu \neq \alpha) \quad \mathrm{E}\left(X_{\mu} H_{\alpha \alpha} \tilde{\Delta}_{v}\right)=0 \quad(\mu \neq v)  \tag{61}\\
& \mathrm{E}\left(X_{\mu} H_{\alpha \beta} \tilde{\Delta}_{v}\right)=0 \quad(\mu \neq v, \alpha \neq \beta) .
\end{align*}
$$

Note that the null Lagrangians (61) also have the first derivatives of $\phi$ besides the second derivatives present in the null Lagrangians (60). More null Lagrangians, which are quadratic on the second derivatives of $\phi$, can be chosen among the alternative matrix forms given in table 5, e.g.

$$
\begin{equation*}
\mathrm{E}\left(X_{1} H_{\mu \mu} g H_{\mu \mu} X_{2}\right)=0 \quad \mathrm{E}\left(\tilde{\Delta}_{1} H_{\mu \mu} g H_{\mu \mu} \tilde{\Delta}_{1}\right)=0 \tag{62}
\end{equation*}
$$

Just for completeness, it is worth saying that there are only two null Lagrangians of first order

$$
\begin{equation*}
\mathrm{E}\left(X_{1} \Delta_{2}\right)=0 \quad \mathrm{E}\left(X_{2} \Delta_{1}\right)=0 \quad \mathrm{E}\left(\tilde{\Delta}_{1} g \tilde{\Delta}_{1}\right)=2 \operatorname{tr} H_{12} \tag{63}
\end{equation*}
$$

as the Euler-Lagrange expressions for the remaining canonical first-order invariants in (35) are constants. Because the relations

$$
\begin{equation*}
\tilde{\Delta}_{1} H_{\mu \mu} g H_{\mu \mu} \tilde{\Delta}_{1}=-\left(\tilde{\Delta}_{1} g \tilde{\Delta}_{1}\right) A_{\mu \mu} \tag{64}
\end{equation*}
$$

exist, observe that the last Euler-Lagrange expression in (63) and the last term in (62) show us explicitly that the product of non-null Lagrangians can be a null Lagrangian.

Our second goal is to present new solutions to the Helmholtz inverse problem [42]. The starting point is to find invariants satisfying the Helmholtz condition $\mathrm{D}_{P}^{*}=\mathrm{D}_{P}$, where $\mathrm{D}_{P}$ is the Fréchet derivative (see [4, definition 5.24]). As an example, all null invariants appearing in (58) and (60) have self-adjoint Fréchet derivatives. Note that if $P$ is one of those null invariants $(E(P)=0)$ satisfying the Helmholtz condition, then, up to a constant multiple, $L=\phi P$ is easily seen to be a Lagrangian whose Euler-Lagrange expression is $\mathrm{E}(L)=P$. This result is in total agreement with the homotopy formula (see [4, theorem 5.92]), for our differential invariants are all homogeneous functions in the dependent variable $\phi$. As another example, the following two non-null invariants also satisfy the Helmholtz condition:

$$
\begin{equation*}
\mathrm{E}\left(X_{1} H_{21} \tilde{\Delta}_{1}\right)=2 \operatorname{tr} H_{12} \quad \mathrm{E}\left(X_{2} H_{12} \tilde{\Delta}_{2}\right)=-2 \operatorname{tr} H_{12} \tag{65}
\end{equation*}
$$

Note that these two Euler-Lagrange expressions are still differential invariants.
Our final goal is to find $\operatorname{Sp}(2)$-invariant evolution equations. Let $L$ be a Lagrangian chosen among the differential invariants given in table 5 whose Euler-Lagrange expression $\mathrm{E}(L)$ is non-constant. We have verified that $\mathrm{E}(L)$ are indeed differential invariants, which means $\operatorname{Sp}(2)$ is a group of volume-preserving transformations on the space spanned by the independent $(\eta)$ and dependent $(\phi)$ variables (see [41, proposition 4.5]). Indeed, as the vector fields (8) are divergenceless and their characteristics do not depend on $\phi$, then $\operatorname{Sp}(2)$ is a volume-preserving group (see [41, infinitesimal condition 43]). Therefore, according to [33, corollary 4.6], up to a constant multiple, $\phi_{t}=L\left(x, u^{(n)}\right)$ is an $\operatorname{Sp}(2)$-invariant evolution equation, where $t$ is an additional independent variable (denoting time).

## 5. Conclusions

In this study, we first reviewed a divergenceless bosonic realization for symplectic algebras $\operatorname{sp}(2 j+1)$, with $j$ semi-integer, over the fundamental irreducible representation and having $N$ types of boson operators. Using the prolongation technique, (absolute) differential invariants were obtained. This technique and the present realization allowed us to find a closed expression for calculating the differential invariants (of any order) when $N \geqslant 2 j+1$. Moreover, they are all invariant by multiplying the independent variables by a constant factor (scale-invariant). Unfortunately, this same situation does not hold when $N<2 j+1$. In the latter case, the differential invariants up to second order were explicitly presented for the symplectic algebras $\mathrm{sp}(2), \mathrm{sp}(4)$ and $\mathrm{sp}(6)$ realized by up to three types of bosons. In particular, an algorithm was developed to compute all differential invariants in matrix forms for the symplectic algebra $\mathrm{sp}(2)$. This algorithm, which is very intuitive, can be further generalized to other symplectic algebras. It should be mentioned that the second-order Casimir operators are second-order polynomials in the differential invariants.

Differential invariants over the fundamental representation and their semi-products with translations were also determined in [11] to symplectic algebras realized in a different way from the present study. Here, the symplectic algebras $\operatorname{sp}(2 j+1)$ are realized in such a way that a polynomial basis in the creation operators for any irreducible representation can be constructed by realizing them at least with a number $N$ of different types of bosons equal to $j+1 / 2$. In [11], the bosonic realization always has $N=2 j+1$. Consequently, its ordinary and differential invariants are particular cases $(N=2 j+1)$ of those presented here.

We have also shown through explicit examples how Lagrangians as well as evolution equations, both invariant under the symplectic group, can be built from the $\operatorname{sp}(2)$ differential invariants. Moreover, we have added many new solutions to the Helmholtz version of the
inverse problem of the calculus of variations, which has been studied by many authors (see [4, 42] and references therein): there are symplectic differential invariants satisfying the Helmholtz condition which are the Euler-Lagrange equations for some variational problems. More extended symplectic dynamical systems and their conservation laws, including $\operatorname{sp}(4)$ and $\operatorname{sp}(6)$, which can be relevant to applications in nuclear physics as well as in molecular biology, are under our consideration.

A set of symbolic procedures was implemented [40] (http://www.if.sc.usp.br/killing) in order to handle the basic tools from the prolongation theory, the bosonic realization of symplectic algebras and their differential invariants for all cases presented in this paper as well as the necessary tools for studying new cases. In particular, all examples presented here were computed and verified by symbolic computation. See also the Vessiot package (http://www.math.usu.edu/ ${ }^{\sim} \mathrm{fg} \_\mathrm{mp}$ ) for more jet space computations.
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## Appendix A. Bosonic realization to the $\mathrm{sp}(4)$ algebra

The polynomial realization (8) to $\mathrm{sp}(4)$ is given in table 1 for two types of bosons $(N=2)$. Also, the root system and the unique labelling to the adjoint representation are shown in table 1 . The root system is shown in the first three columns in three different bases [39, 43]. The corresponding $\operatorname{sp}(4)$ elements $\mathcal{L}_{m}^{m^{\prime}}$ are shown in the last two columns, where the last column is the Cartan-Weyl notation used in [44]. The fourth column shows the 'quantum numbers' of each vector of the adjoint representation.

The $\operatorname{sp}(4)$ algebra has three $\operatorname{sp}(2)$ algebras: $\operatorname{sp}_{1}(2)=\left\{\mathcal{L}_{3}^{3}, \mathcal{L}_{3}^{\overline{3}}, \mathcal{L}_{\overline{3}}^{3}\right\}, \operatorname{sp}_{2}(2)=\left\{\mathcal{L}_{1}^{1}, \mathcal{L}_{1}^{\overline{1}}, \mathcal{L}_{\overline{1}}^{1}\right\}$ and $\overline{\operatorname{sp}}_{1}(2)=\left\{\mathcal{L}_{3}^{3}, \mathcal{L}_{3}^{1}, \mathcal{L}_{1}^{3}\right\}$. The last two algebras are canonical (non-orthogonal) while the first two are orthogonal and appear in the canonical chain

$$
\begin{equation*}
\mathrm{sp}(4) \supset \mathrm{sp}_{1}(2) \oplus \mathrm{sp}_{2}(2) \tag{A.1}
\end{equation*}
$$

The bosonic technique developed by Moshinsky et al [33,34] is also powerful to construct specific irreducible representations (irreps) of any dimension. Let us consider two examples: the adjoint irrep $[2,0]$ and the fundamental irrep $[1,0]$. Their weight systems are given in tables 1 and 2 (first three columns), respectively. The fourth column in both tables shows the algebraic quantum numbers $[44,45]$ of these irreps in the canonical chain (A.1). In the fourth column, $\sigma_{i}$ is the highest weight of $\mathrm{sp}_{i}(2)$ in the chain (A.1) and $h_{i}=\sigma_{i}, \sigma_{i}-2, \ldots,-\sigma_{i}$ are its corresponding weights. The fifth column presents the corresponding polynomial basis adapted to the chain (A.1). The polynomials in the first row of each table (the polynomial of highest weight) were found by Chacón and Moshinsky [20]. Having the polynomial of highest weight, the remaining polynomials are obtained by the action of the elements $\mathcal{L}_{m}^{m^{\prime}}$ given in table 1.

A scalar product between the basis vectors $P_{i}$ and $P_{j}$ can be defined as

$$
\begin{equation*}
P_{i} \cdot P_{j}=\langle 0| P_{i}^{\dagger} P_{j}|0\rangle \tag{A.2}
\end{equation*}
$$

where all creation operators $\eta$ must be replaced by destruction operators $\xi$ in the Hermitian transposition

$$
\begin{equation*}
[P(\eta)]^{\dagger}=P(\xi) \tag{A.3}
\end{equation*}
$$

and $|0\rangle$ is the vacuum state (or a direct product of vacuum states) defined by

$$
\begin{equation*}
\xi|0\rangle=0 \tag{A.4}
\end{equation*}
$$

The analytic expressions for the matrix elements of any irreducible representation adapted to the chain (A.1) are given in [44]. These analytical expressions, together with many other properties from the representation theory of simple Lie algebras, are available in the symbolic computer package Killing [39].
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